LONGEVITY CAN BUFFER PLANT AND ANIMAL POPULATIONS AGAINST CHANGING CLIMATIC VARIABILITY
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Abstract. Both means and year-to-year variances of climate variables such as temperature and precipitation are predicted to change. However, the potential impact of changing climatic variability on the fate of populations has been largely unexamined. We analyzed multiyear demographic data for 36 plant and animal species with a broad range of life histories and types of environment to ask how sensitive their long-term stochastic population growth rates are likely to be to changes in the means and standard deviations of vital rates (survival, reproduction, growth) in response to changing climate. We quantified responsiveness using elasticities of the long-term population growth rate predicted by stochastic projection matrix models. Short-lived species (insects and annual plants and algae) are predicted to be more strongly (and negatively) affected by increasing vital rate variability relative to longer-lived species (perennial plants, birds, ungulates). Taxonomic affiliation has little power to explain sensitivity to increasing variability once longevity has been taken into account. Our results highlight the potential vulnerability of short-lived species to an increasingly variable climate, but also suggest that problems associated with short-lived undesirable species (agricultural pests, disease vectors, invasive weedy plants) may be exacerbated in regions where climate variability decreases.
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INTRODUCTION

Future climate change will be manifested as year-to-year fluctuations about long-term trends. Climatologists’ initial predictions about the consequences of elevated atmospheric concentrations of greenhouse gases focused on the trends (Intergovernmental Panel on Climate Change 2007). However, recent climate modeling is providing growing evidence that the degree of climatic variability among successive time periods is also likely to change as a consequence of human activities (Boer et al. 2000, Raisanen 2002, Giorgi et al. 2004, Rowell 2005, Watterson 2005), leading, for example, to greater or lesser contrast than at present between wet and dry or between hot and cold years.

Like climatologists, ecologists have paid more attention to effects on animal and plant populations of changes in climatic averages than to changes in variability (Parmesan et al. 1999, Easterling et al. 2000, Parmesan and Yohe 2003, Root et al. 2003, Thomas et al. 2004, Pounds et al. 2006). But interannual environmental variability is likely to translate into variability in birth and death rates, and a change in the year-to-year variance of the finite rate of population increase (births minus deaths) can have a distinct influence on the long-term population growth rate.
relative to a change in the mean rate of increase. For example, if annual population growth is described by the simple model \( N_{t+1} = N_t e^{rt} \), where \( N_t \) is density in year \( t \) and the finite rates of increase (the \( r \)'s) are independently and identically distributed with mean \( \bar{r} \) and variance \( \text{Var}(r) \), the log of the long-term population growth rate, \( \lambda_s \), is approximately

\[
\log \lambda_s \approx \log \bar{r} - \text{Var}(r)/(2\bar{r}^2) \tag{1}
\]

(Lewontin and Cohen 1969), where the subscript \( s \) stands for stochastic. According to Eq. 1, an increase in \( \bar{r} \) will increase \( \lambda_s \), whereas an increase in the year-to-year variability of births and deaths will decrease it. More generally, Eq. 1 illustrates that anticipating the impact of climate change on populations will require that we account for the distinct effects of trends in climate averages vs. trends in climate variability.

Despite its heuristic value, the model underlying Eq. 1 is too simple to describe most populations and environments. In particular, in long-lived species, (1) both means and variances of vital rates (i.e., rates of survival, growth, and reproduction) differ among individuals as a function of their age or size; (2) vital rates contribute differentially to the population growth rate; and (3) vital rates are often temporally correlated both within and among age or size classes. Moreover, environmental conditions often are not independently distributed among years, but instead reflect climatic oscillations with a period \( >1 \) year (such as El Niño Southern Oscillation) or long-lasting effects of disturbance by fire or hurricanes. In such cases, environmental conditions tend to be correlated between successive years. Incorporating such features of real populations and environments can lead to predictions that differ from those of Eq. 1. For example, increasing a vital rate's interannual variance can actually increase \( \lambda_s \) when within- and between-year correlations are considered (Tuljapurkar et al. 2003, Doak et al. 2005, Morris et al. 2006).

Predicting population consequences of climate change would ideally use a three-step approach. First, climate models would be used to produce future sequences of climate variables at a population-relevant spatial scale. Second, knowledge of the relationship between vital rates and climate would be used to generate future vital rate sequences. Third, vital rate sequences would be used to project future population size. However, two links currently weaken this chain of inference. First, as general circulation models of Earth’s climate utilize a fairly coarse spatial grid, their predictions are more robust at large spatial scales than at the scale of local populations (although downscaling climate projections is an active research area [Intergovernmental Panel on Climate Change 2007]). Second, ecologists’ knowledge of the mapping between vital rates and climate is incomplete, primarily because many years of data are often needed to discern such linkages. Thus, the time is not yet ripe to apply this detailed approach to most species.

However, an alternative way to quantify potential population effects of trends in climatic averages and variability is to use existing demographic data to compute elasticities of the long-term population growth rate, \( \lambda_s \). An elasticity measures the proportional change in \( \lambda_s \) resulting from a proportional change in the mean or standard deviation (SD) of a single vital rate. The elasticity thus serves as the basis for a linear extrapolation of how a change in the mean or SD of a vital rate will affect \( \lambda_s \). Positive elasticities imply that an increase in the mean or SD of a vital rate will increase \( \lambda_s \), and vice versa. Moreover, by comparing the elasticity for a vital rate SD to the elasticity for a vital rate mean, we can gauge the relative sensitivity of \( \lambda_s \) to trends in variability vs. averages. A change in the mean of a climate variable may change not only a vital rate’s mean but also its variability. For example, survival variability is increasingly bounded as mean survival approaches 0 or 1 (Morris and Doak 2004), so improved average conditions may increase mean survival but decrease survival variability. Similarly, a change in the SD of a climate variable can change a vital rate’s variability but also its mean (if the vital rate is a nonlinear function of the climate variable [Drake 2005, Boyce et al. 2006]).

Elasticities gauge the population effects of changes in vital rate means and SDs, whether those changes result from changes in climatic means, variabilities, or both. Here, we compute and compare elasticities of the long-term population growth rate to the vital rate means and SDs using data from multiyear demographic studies of 36 populations of plant and animal species that differ in their life histories and types of environment. We use the elasticities to address four questions. First, how sensitive are populations likely to be to changes in demographic variability relative to changes in mean vital rates? Second, is future population growth more likely to be affected by changes in the variability of certain types of vital rates (e.g., survival) rather than others (e.g., reproduction)? Third, do populations from environments that are correlated between years differ in their sensitivity to changing climatic variability relative to populations from environments that are less obviously autocorrelated? Fourth, do taxonomic differences or differences in life history (in particular, life span) influence the sensitivity of populations to changes in vital rate averages vs. variability? Life history theory supports the general hypothesis that a long life span and iterated reproduction can confer fitness benefits in a stochastic environment (Murphy 1968, Schaffer 1974). However, whether a species will be selected for short vs. long life span will be influenced by many factors, including costs of delayed reproduction, degree of variability in different demographic rates, and environmental autocorrelation (Orzack and Tuljapurkar 1989). Rather than asking whether longevity will be favored in a particular environment, here we ask a slightly different
question: comparing species that have evolved short vs. long life spans in their native environments, does current life span help to predict the effects on population growth of future changes in demographic variability?

METHODS

We compiled demographic data for 15 plant and 21 animal taxa from our own studies or the literature (Appendix A). Most were north temperate studies, but a few were tropical or arctic. As computing elasticities to vital rate SDs requires estimates of current variability, we only used studies with ≥3 (median 6, range 3–73) estimates of most vital rates. In most cases, estimates were made in separate years at a single site (in others, estimates were combined from >1 site to construct a sequence of vital rates vs. time since disturbance). We included the largest or longest-studied population per species, except that for *Cervus elaphus* (elk or red deer) we included two ecologically distinct populations (in North America and Europe).

We classified species as short-lived (insects, annual algae, and *Collinsia verna*), an annual plant with a seed bank in which the life expectancy of a newly dispersed seed is just over 1 year) or long-lived (perennial plants, two birds, one amphibian, and seven ungulates). We also calculated mean life expectancy following Tuljapurkar and Horvitz (2006), assuming an uncorrelated or autocorrelated environment as appropriate for each species. Because high mortality of newborns can strongly curtail their life expectancy even in long-lived species, we computed life expectancy conditional on reaching the second stage in the life cycle.

We treated the yearly environmental states as being either independently and identically distributed (IID) or temporally autocorrelated (Markovian). In the IID case, all yearly sets of vital rates were equally likely to be chosen each year. In our data sets, autocorrelation arose for three reasons (Appendix A): a disturbance/recovery cycle; multiyear fluctuations in density; and environmental drivers with multiyear cycles. We used information about environmental autocorrelation to construct Markovian environmental state transition matrices that governed the choice of successive sets of vital rates.

We computed elasticities of $\lambda_s$ to means and SDs of vital rates by perturbing the survival and reproduction projection matrices following Tuljapurkar et al. (2003) and Haridas and Tuljapurkar (2005; details in Appendix B). This method makes no limiting assumptions about the magnitude of variability and allows environmental autocorrelation. For an IID environment, the elasticity to a vital rate SD is computed by increasing the vital rate when it is above and decreasing it when it is below its mean, leaving the mean unchanged. In the autocorrelated case, vital rate variability may have multiple components. For example, a vital rate may fluctuate with time since disturbance or with fluctuations in density, but it may also vary among years at an equivalent disturbance or density phase due to interannual climate variability. For disturbance- and density-driven species, we computed SD elasticities by perturbing each vital rate about the mean specific to each year’s disturbance or density phase (which preserves both the phase-specific means and the overall mean). Elsewhere we have examined the effects of increasing the variation in the disturbance phase means about the overall mean (Morris et al. 2006).

The projection matrices for all but one animal species and one annual plant were structured by age or stage and for all remaining plants by size. All matrices include survival and reproductive rates, but size-based matrices also have growth and reversion rates. We compare survival and reproduction elasticities across all species, and we report growth/reversion elasticities for size-classified species in Appendix C. Because the number of survival and reproductive rates differ among species due to differences in the number of classes, we summed separately the survival rate and reproductive rate elasticities for each species. These summed elasticities represent the change in $\lambda_s$ that would result if the mean or SD of all survival or reproductive rates were simultaneously increased. Across all projection matrix elements, the sums of the mean and SD elasticities add to 1 (Haridas and Tuljapurkar 2005), and because the matrix elements are functions of the vital rates, the total elasticity to the vital rate means and SDs likely also has a limit (not necessarily 1). Thus the summed elasticities to the vital rate means and SDs are not independent. To account for this, we express the relative sensitivity of $\lambda_s$ to increasingly variable survival or reproduction as the ratio of the summed SD elasticity to the total elasticity (i.e., the sum of the SD and mean elasticities over all rates). For example, for survival we computed the ratio $\sum_j E_s^v / \sum_i (E_s^v + E_s^m)$, where $E_s^v$ is the elasticity to the SD of survival rate $j$ and $E_s^m$ and $E_s^v$ are the elasticities to the mean and SD of vital rate $i$; note the numerator sum is over all survival rates and the denominator sum is over all vital rates. We also computed ratios for reproductive rates and for all vital rates combined. These ratios are the fraction of the total elasticity that is due to a change in the variability of a given type of vital rate, and we refer to them as the “relative effect of variability.” As the denominator is always positive, a negative ratio indicates that increasing variability depresses $\lambda_s$ and vice versa. A larger absolute value of the ratio indicates a larger effect of variability on the long-run growth rate relative to the effect of the mean.

RESULTS

For most species, increasing vital rate variability is predicted to decrease long-term population growth, although small predicted increases do occur for some species (Fig. 1). But strikingly, short-lived species are far more negatively impacted by increases in variability than are long-lived species, a difference that is highly significant for survival, reproduction, and all vital rates combined (test results in Appendix C). By comparison,
taxonomy has a minor influence; the relative effect of variability in all vital rates does not differ between plants and animals in either life span category, but long-lived plants in our sample are less sensitive to variation in survival and short-lived plants are more sensitive to variation in reproduction than are animals of comparable life span. Increasing survival variability depresses \( \lambda_s \) more than does increasing reproduction variability, for both long-lived (median relative elasticities: \(-0.0048\) for survival vs. \(-0.0013\) for reproduction) and short-lived (\(-0.095\) vs. \(-0.046\)) species, but not significantly so (Wilcoxon’s signed ranks tests, \( P = 0.24 \) and 0.12, respectively). As all species from autocorrelated environments were long-lived and given the strong effect of longevity in Fig. 1, we used only long-lived species to compare IID vs. Markovian environments. Environmental autocorrelation did not influence significantly the relative effect of increasing variability of survival, reproduction, or all vital rates combined (Appendix C).

To look more closely at the relationship between longevity and the impact of increasing variability, we plotted the absolute value of the relative elasticity against life expectancy (Fig. 2). We used absolute value to compare the magnitudes of the elasticities, regardless of whether variability depresses or enhances \( \lambda_s \). For survival, reproduction, and all vital rates combined, the relative effect of variability was strongly and negatively correlated with life expectancy. The slope of the relationship between relative elasticity and life expectancy is similar for animals and plants (ANCOVA on log-transformed data in Fig. 2; taxon \times\) longevity interactions are not significant \((P > 0.5)\) for survival, reproduction, or all vital rates combined). There is a significant \((F_{1,32} = 10.74, P = 0.0025)\) main effect of taxon for survival only, indicating that after controlling for the effect of life expectancy, animals had a somewhat higher relative sensitivity to increasing survival variability than did plants (Fig. 2A). For size-classified species, the relative effect on \( \lambda_s \) of variability in growth and reversion rates declined slightly with increasing life expectancy, but not significantly so (Appendix C). Because sensitivity to survival variability declined more steeply (and significantly) with life expectancy in these species, longer-lived species were more sensitive to variability in growth/reversion than in survival (Fig. C3).

**DISCUSSION**

We found a strong negative relationship between the sensitivity of population growth to increasing interannual variation in vital rates (relative to increasing mean rates) and longevity, which cuts across taxonomic and environmental differences. As a consequence, we expect short-lived species to be more influenced than longer-lived species by climate-driven increases in demographic variability. The potential sensitivity of short-lived species to an increasingly variable climate has important implications for biodiversity and human health. Annual organisms with no seed or propagule bank (annual seaweeds and univoltine insects in this study) are vulnerable to environmental fluctuation because viability of their populations hinges on successful survival and reproduction every year. However, because many important agricultural pests and disease vectors are short-lived insects, and many noxious invasive species are annual or short-lived perennial plants, we may also expect that populations of these undesirable species may decline (or at least grow less rapidly) in a more variable world, thus ameliorating their negative impacts. Of course, if climatic variability decreases in some regions (as climate models predict), a negative elasticity to variability implies that population growth will increase as variability declines; locales with declining climate variability thus may experience increased viability of
short-lived native species but exacerbated problems with pest species.

Our results suggest that we should consider life history features such as life expectancy rather than taxonomic affiliation when we attempt to identify species that will be most sensitive to future changes in climate variability. We did see greater sensitivity to increased variability of survival in animals relative to plants even after accounting for life expectancy (Fig. 2A), but this may reflect methodological rather than true biological differences. We used age-based models for all animal populations but size-based models for most plants. In age-based models, survival probabilities govern the likelihood both of remaining in the population and of advancing to later life-history stages, whereas in size-based matrices, advancement (and reversion) is governed by additional vital rates. Thus variation in survival may be representing more of the total demographic variation for age-classified animal populations.

Although increasing vital rate variability does have a measurable impact, it is important to note that trends in mean vital rates are predicted to have a stronger influence on the population growth rates of all species. Short-lived species showed on average the largest relative effect of increasing variability in all vital rates, a value of $-0.2$ (Fig. 1C), which implies that the magnitude of the summed elasticity to the vital rate SDs must be about one-sixth the magnitude of the summed elasticity to the vital rate means. Thus climate-driven changes in mean vital rates are clearly important, but their effects may be significantly modified by differences among species in their responses to changing variability as a function of their life histories.

Why are long-lived species more immune to increasing variability of both survival and reproduction? Lower elasticity to survival variability in longer-lived species may reflect in part a constraint on the variance of survival. For a species to be long-lived, survival must be high in most years, so the SD of survival must be low (Morris and Doak 2004). As it is a proportional derivative, the elasticity to a SD can be expressed as the derivative of $\lambda_s$ with respect to the vital rate SD (the so-called “sensitivity” of $\lambda_s$ to the vital rate SD) divided by $\lambda_s$ and multiplied by the SD; consequently, the elasticity will tend to be small when the SD is small. However, the absolute value of the summed sensitivities to the SDs of survival rates is itself strongly and negatively correlated with longevity (Appendix C), reflecting a deeper resilience to changing year-to-year variability in long-lived species. Regarding reproduction, for many species in our database (especially plants that produce many offspring per year), the reproductive rates as a whole are not subjected to the same limit to variability that applies to survival rates, but there is again a negative (albeit weaker) correlation between the summed sensitivities to the reproductive rate SDs and longevity. In long-lived species, the deterministic sensitivities of reproductive rates are usually low relative to survival rate sensitivities (Pfister 1998, Caswell 2001); as a result, we expect increasing variation in reproduction to have a weaker effect on the interannual variation in population growth (and thus on $\lambda_s$) than increasing variation in survival if vital rates vary independently (Pfister 1998, Gaillard et al. 2000, Saether and Bakke 2002).
2000, Morris and Doak 2004). Thus the presence of a persistent adult stage allows long-lived species to better tolerate small increases in the year-to-year variability of both survival and reproduction. In fact, we can show using randomly constructed but biologically realistic sets of vital rates that lower sensitivity to increasing demographic variability is likely to be a general correlate of increasing longevity (Appendix D).

Species in autocorrelated environments show responses to increasing vital rate variability that are similar overall to those of species in IID environments (Appendix C). For some IID cases, subtle environmental autocorrelation may nevertheless exist, but the overall similarity in elasticity patterns suggests that any omission of autocorrelation we may have committed would not have strongly biased our results. But we reiterate that for most species in autocorrelated environments, we modeled increasing variability by perturbing vital rates about the means specific to each phase in a disturbance or density cycle. The only exceptions are the plants Ardisia elliptica and Calathea ovandensis, for which we modeled increasing variability by perturbing vital rates about their overall means (Appendix A).

Interestingly, those are the only two species that have positive elasticities to increasing variability in all vital rates, implying that they would experience slightly higher long-term growth rates in a more variable world. For disturbance-prone species, perturbing the vital rate means specific to each disturbance phase about the overall means can result in elasticities to increasing variability that are more strongly positive, because the precise sequence of life history events may be adapted to exploit the disturbance cycle (Morris et al. 2006). However, an unresolved question is how often (if ever) climate fluctuations will be sufficiently synchronized with the disturbance cycle such that increasing climatic variability would consistently push a vital rate further above its overall mean during disturbance stages in which it is already high and farther below its mean when it is already low. Nonetheless, a generalization that emerges from the analysis we have presented here is that increasing vital rate variability, either over all years in IID scenarios or within stages of a multiyear disturbance or density cycle, as might occur under increased interannual climate variability, most often acts to depress the long-term population growth rate.

Four caveats apply to our results. First, elasticities describe the response of $\lambda$ to small changes in the mean or SD of a vital rate. Second, as the data did not allow us to include density dependence for most species, we have neglected interactions between density and climate (Coulson et al. 2001, Saether et al. 2005, Boyce et al. 2006) and the possibility that declining populations may be rescued by the relaxation of negative density dependence (or further endangered by demographic stochasticity, Allee effects, etc.). Third, in summing elasticities, we assumed that all vital rates experience similar proportional changes, whereas in reality some vital rates may be more environmentally sensitive than others. Finally, for disturbance-prone species in autocorrelated environments, we assumed that the environmental state transition matrix remains constant as the values of the vital rates in each environmental state are perturbed, whereas climate change may also alter the disturbance frequency and thus the state transition matrix. Despite these caveats, in the absence of more detailed data on how climate will change at the scale of local populations, and on how vital rates respond to those changes, comparing elasticity patterns across species, as we have done here, provides an initial glimpse at the likely impacts on populations of trends in both climate averages and climatic variability, and it suggests that life history differences will play a very important role in shaping those impacts.
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