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Image source: “Diffusion Maps” by Coifman and Lafon
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- \(P = \text{row-stochastic transition matrix}\)
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- Euclidean distance in $\mathbb{R}^d$ (original set)
- Transition probability
- Diffusion distance

\[ D(x_i, x_j)^2 = \sum_{k=1}^{n} \frac{(P_{ik} - P_{jk})^2}{\pi(x_k)} \]

- Diffusion space
  - Found by eigendecomposition of $P$
  - Truncation after $p$ eigenvalues
Examples
Dimensionality of Manifold

\[ p_{\text{known in sample data sets, not real life}} \]

Suffices to estimate \( p \) at a point \( x \).

Nearest neighbors of \( x \) are \( x_1, x_2, \ldots, x_q \).

\( q \) is an upper bound for \( p \).

\[ M = \left( \begin{array}{cccc}
(x_1 - x) & (x_2 - x) & \cdots & (x_q - x)
\end{array} \right)^T \in \mathbb{R}^{q \times d} \]
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- $p$ known in sample data sets, not real life
- Suffices to estimate $p$ at a point $x$
- Nearest neighbors of $x$ are $x_1, x_2, \ldots, x_q$
  - $q = \text{upper bound for } p$

$$M = \begin{bmatrix} (x_1 - x)^T \\ (x_2 - x)^T \\ \vdots \\ (x_q - x)^T \end{bmatrix} \in \mathbb{R}^{q \times d}$$
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- Singular value decomposition (SVD) of $M$

  $$M = U\Sigma V^{-1}$$

  - $U, V$ are orthogonal
  - $\Sigma$ is diagonal
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- More difficult to generalize to curved manifolds
  - Need points to be sufficiently dense