Isospin dependence of intermediate mass fragment production in heavy-ion collisions at $E/A = 55$ MeV
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The production of intermediate mass fragments (IMF’s) from the four reactions $55\text{A MeV } ^{124,136}\text{Xe} + ^{112,124}\text{Sn}$ is studied with an experimental apparatus which is highly efficient for the detection of both charged particles and neutrons. The IMF’s are more localized in the midvelocity region than are the light charged particles, and the detected multiplicity of IMF’s depends linearly on the charge lost from the projectile and increases with the neutron excess of the system. Remnants of the projectile, with very little velocity reduction, are found for most of the reaction cross section. Isotopic and isobaric fragment yields in the projectile-velocity region indicate that charge-to-mass ratio neutralization is generally not achieved but is approached when little remains of the projectile. For all systems, the fragments found in the midvelocity region are substantially more neutron rich than those found in the velocity region dominated by the emission from the projectile. This observation can be accounted for if the midvelocity source (or sources) is either more neutron rich or smaller, with the same neutron-to-proton ratio, than the source with the velocity of the projectile. Taken together, the observations of this work suggest that the intermediate mass fragments are, to a large extent, formed by multiple neck rupture of the overlap material, a process which might enhance the neutron-to-proton ratio of the primary source material and/or limit the size of the sources. This scenario is reminiscent of low-energy ternary fission and one predicted by Boltzmann-Uehling-Uhlenbeck calculations. However, these calculations predict too much velocity damping of the projectile remnant. The calculations improve, in this regard, when the in-medium nucleon-nucleon cross sections and the cost of creating low density material are reduced. [S0556-2813(96)02310-2]

PACS number(s): 25.70.Mn, 25.70.Lm, 25.70.Pq

I. INTRODUCTION

The copious production of intermediate mass fragments (IMF’s), with mass intermediate between that characteristic of light particle evaporation and fission, is the distinguishing feature of intermediate-energy heavy-ion reactions [1]. The central question is, what does the production of these IMF’s indicate? Several years ago a strong case was made that the production of IMF’s indicated that the excited nuclear system expanded to the point that clusterization became probable [2]. The basis of this argument was that standard statistical models underpredicted the number of IMF’s per light charged particle (LCP) while a statistical model which allowed for bulk expansion (and for subsequent compression, if the expansion energy was insufficient to totally fragment the system) could reproduce the IMF-to-LCP yield ratio [3]. More recently it has become clear that much of the IMF production in peripheral and midcentral collisions can be understood as multiple neck rupture, akin to what is believed to occur with low probability in low-energy fission [4,5]. This fragmentation scenario (which we do not distinguish from “proximity fission” [6]) occurs in solutions to the Boltzmann-Uehling-Uhlenbeck (BUU) equation [7,8], as well as scenarios, for central collisions, not found elsewhere in nuclear physics [9,10].

The multiple neck rupture scenario is made plausible by the observation that an overall binary reaction backbone exists for a large fraction of the reaction cross section at bombarding energies of several tens of MeV per nucleon bombarding energy, when both heavy projectiles and targets are involved [11–13]. There are two obvious differences between the original argument put forward to explain the IMF multiplicities and the multiple neck rupture scenario. The first is the dimensionality of the expansion and the second is the extent of the thermalization of the energy. Multiple neck rupture requires much less of the initial kinetic energy to be thermalized as the rupture process draws the energy needed to reduce the density directly from the relative kinetic energies of the reseparating fragments [14]. A third difference is that the second scenario allows for fragments to be produced...
from material which is "surfacing" and thus perhaps neutron rich. Despite these significant differences, there are two features that these scenarios have in common. These are that the probability of producing detectable IMF's will depend on both the energetics of producing subsaturation nuclear material and the probability that the primary IMF's will survive the sequential decay process. Both of these issues depend on the charge-to-mass ratio of the reduced density nuclear material and the probability that the primary IMF's will survive from material which is "surfacing" and thus perhaps neutron rich. Despite these significant differences, there are two features that these scenarios have in common. These are that the probability of producing detectable IMF's will depend on both the energetics of producing subsaturation nuclear material and the probability that the primary IMF's will survive the sequential decay process. Both of these issues depend on the charge-to-mass ratio of the reduced density nuclear material. The present work addresses these issues and tries to disentangle them from one another. Along with this we present and discuss the implications of many of the most prominent features of midcentral and peripheral collisions between heavy ions in the intermediate-energy region.

II. EXPERIMENT

This experiment was performed at the National Superconducting Cyclotron Laboratory at Michigan State University. The accelerator provided beams of 55A MeV $^{124}$Xe and $^{136}$Xe. Data were collected for each of these beams impinging on enriched (to 99%) targets of $^{112}$Sn and $^{124}$Sn, each of areal density 5.0 mg/cm$^2$. Some of the relevant numbers for these systems, and the abbreviations used throughout this work, are collected in Table I.

<table>
<thead>
<tr>
<th>Label</th>
<th>System</th>
<th>Projectile $N/Z$</th>
<th>Target $N/Z$</th>
<th>Total $N/Z$</th>
<th>$E_{c.m.}$ (MeV)</th>
<th>$E_{c.m.}/A$ (MeV)</th>
<th>$V_{c.m.}$ (cm/ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>$^{124}$Xe + $^{112}$Sn</td>
<td>1.30</td>
<td>1.24</td>
<td>1.27</td>
<td>3237</td>
<td>13.72</td>
<td>5.42</td>
</tr>
<tr>
<td>LH</td>
<td>$^{124}$Xe + $^{124}$Sn</td>
<td>1.30</td>
<td>1.48</td>
<td>1.38</td>
<td>3410</td>
<td>13.75</td>
<td>5.15</td>
</tr>
<tr>
<td>HL</td>
<td>$^{136}$Xe + $^{112}$Sn</td>
<td>1.52</td>
<td>1.24</td>
<td>1.38</td>
<td>3378</td>
<td>13.62</td>
<td>5.65</td>
</tr>
<tr>
<td>HH</td>
<td>$^{136}$Xe + $^{124}$Sn</td>
<td>1.52</td>
<td>1.48</td>
<td>1.50</td>
<td>3567</td>
<td>13.72</td>
<td>5.39</td>
</tr>
</tbody>
</table>

The detection of charged particles was provided at the most forward angles, 2.2°–4.5°, by an annular silicon strip detector [15] backed by an array of sixteen 2-cm-thick CsI(Tl) detectors. This forward telescope array received charge information for $3 < Z < 56$ as well as excellent position information. In the present work, fragments with atomic numbers $Z > 10$ detected in this telescope are called projectile-like fragments (PLF's). From 5.4° to 160.0°, light charged particles (LCP's, $Z \leq 2$) and intermediate mass fragments (IMF’s, $Z \geq 3$) were detected in the Washington University/Michigan State University MINIWALL/BALL multidetector array [16]. These devices identify elements with $Z \leq 10$ and through varying angular regions, isotopes for $Z \leq 4$. The identification thresholds are 4A MeV except for $t$ and $^3$He for which the identification thresholds are 4A MeV.

The $Z$-dependent nonlinearities of the CsI(Tl) light output in the forward array were calibrated with beams of $^{136}$Xe (at two energies), $^{84}$Kr (two energies), $^{80}$Kr (two energies), $^{68}$Zn (two energies), $^{64}$Zn (two energies), $^{60}$Ni (two energies), $^{56}$Fe (three energies), $^{52}$Cr (three energies), $^{48}$Ti (three energies), $^{40}$O (three energies), and $^{12}$C (one energy). A minimal set of calibration data for the MINIWALL/BALL was collected using elastic scattering of a 22.04A MeV molecular HeD beam (on $^{209}$Bi) and from the punch through points for $p$ and $\alpha$ particles. These data were then matched with the more extensive set compiled earlier [17], in which the $Z$-dependent nonlinearities of these devices had been determined.

The charged particle detection devices were placed inside the University of Rochester Superball neutron multiplicity meter [18]. Together these systems provide an unrivaled means to correlate the energy and charge of the projectile remnant, the charged particle emission characteristics, and the neutron multiplicity ($N_n$) with the total charge-to-mass ratio of the system and the asymmetry of this ratio between the target and projectile.

III. DATA

A. Gross trends of $N_n$, $N_c$, $N_k$, and $N_{IMF}$ subsection

Figure 1 shows the correlation between the number of detected charged particles ($N_c$) and the number of detected neutrons ($N_n$) for all four systems. The dependence of $\langle N_n \rangle$ along the ridges in these correlations is shown in Fig. 2. The correlations all exhibit the same general shape, the salient difference being an increase in $\langle N_n \rangle$ of about 6–12

![FIG. 1. Correlation between the number of detected charged particles ($N_c$) and the number of detected neutrons ($N_n$) for all four systems. The solid lines depict the ridges of the correlations (most probable value of $N_n$ for each value of $N_c$). The dashed lines bracket the ridge and define the region used for generating mean values. The small second ridge at low values of $N_n$ is due to instrumental effects.](image-url)
reaches 22 neutrons, while for the upper half of the N c other hand, between the values of shifts are applied to these data. For example the difference view the differences between these curves when horizontal distribution, the offset is only 12 units. It is more instructive to instant N n and HH, occurs at moderately low values of IMF’s ( N lc ), and the number of detected neutrons ( N n ) is shown on the left-hand side. On the right-hand side, the dependences of (d) N IMF , (e) N lc , and (f) N a on the charge of the projectilelike fragment (Z plf ) are shown. Each panel shows the dependences for all four systems. The same key is used throughout.

The dependences of the average number of detected IMF’s (⟨ N IMF ⟩) on the total detected number of charged particles ( N c ), the number of detected light charged particles ( N lc ), and the number of detected neutrons ( N n ) are shown in Figs. 3(a)–3(c), respectively, for all four systems. The values of ⟨ N IMF ⟩ increase with increasing N c , N lc , and N n , with the exception of the largest values of N lc where charge conservation requires an anticorrelation. In addition to these trends, which are exhibited by all the systems, the values of ⟨ N IMF ⟩ increase with increasing neutron richness of the system for fixed values of N c (a) and N lc (b). On the other hand, ⟨ N IMF ⟩ decreases with increasing neutron richness of the system at fixed values of N n (c). As was the case with Fig. 2, a more insightful way to view the curves shown on the left-hand side of Fig. 3 comes with the realization that the curves in each panel are almost identical to one another aside from a shift of the abscissa. The shifts are what one would expect if the ordinate ( N IMF ) was a measure of the total energy deposited and the abscissae represented various incomplete measures of this quantity. As an example, consider panel (b). For the HH system to emit as many light charged particles as the LL system more energy must be available for all emissions, because a larger fraction goes into neutron emission (in the HH as compared to the LL). The implication of this logic when applied to Fig. 2 is that, with the exception of the lowest values of N c , the incremental neutron—to—charged-particle emission ratios are independent of system. In addition to these expected offsets, the left-hand side of Fig. 3 exhibits two other trends. The first of these is that the crossover systems LH and HL have very similar values of N IMF which are intermediate to those found for the LL and HH systems. The second and more important observation is that the HH system (in any representation) has the largest maximum value of N IMF . The first additional point made just above is a rather trivial result of the close symmetry of the systems and the rather high efficiency of the apparatus for detection of IMF’s emitted in the intermediate or midvelocity region ( V c =0 in the center-of-mass frame). The second point is significant in that it reflects, in great measure, the survivability of the produced IMF fragments and perhaps on the primary production probabilities. This point is discussed in Sec. IV.

B. Dependence of N a , N c , N lc , and N IMF on the charge and energy of the projectile remnant

One of the most striking trends of these data is the dependence of ⟨ N IMF ⟩ on the charge of the projectile fragment Z IMF , detected in the FA. This is shown in Fig. 3(d). Here one sees that the number of detected IMF’s increases by 1 for every 10 charges lost from the projectile. This rate is independent of the system; however, there is an offset which
depends only on the projectile. The systems with the neutron-rich projectile produce, on the average, 0.4 more intermediate mass fragments for the same charge loss or, alternatively, the systems with the neutron-deficient projectile must lose, on the average, 4 additional charge units before IMF production proceeds at the rate mentioned above. The bias imposed by the detection of a PLF (Z > 10 detected in the FA) reduces the maximum value of $<N_{\text{IMF}}>$ by about 2 units (1 if you count the detected PLF as an IMF). The lost fraction of the IMF distribution amounts to about 10% which corresponds to an upper limit of the lost cross section fraction of the IMF distribution amounts to about 10% which likely dominates the emissions in this limit. These data do not imply that charge-to-mass equilibration between the target and projectile is approached when $Z_{\text{PLF}}$ is small. As we shall see later this equilibration process is incomplete even in this limit.

The influence of IMF production on the degree of velocity damping is shown in Fig. 4 for the LL system. The plots of the other systems are similar. In order to construct this plot we have used the post-evaporative mass relation given in [19]. These average masses should be accurate to within a few units except for charges near to the projectile, when the available energy is very small. However, for the LL system shown, this error should be less than 10%. As discussed above, there is the close tracking of the mean value of $Z_{\text{PLF}}$ with the number of IMF’s. In addition, these plots illustrate two other important features of these reactions. First, the extent of velocity damping is very small (at most 10% of the total relative velocity) and, second, the average damping is independent of the size of the remnant while the variation in damping grows with decreasing remnant size. The small degree of damping in slightly lower energy collisions of very heavy nuclei has been discussed before [11,13] and is a fundamental feature of these reactions which is not reproduced by mean field calculations. Here (at 55 MeV/nucleon) the disagreement with model calculations also exists and is discussed in Sec. IV.

The important features mentioned above are collected in one-dimensional plots (using mean values) in Fig. 5. This figure illustrates that (a) the degree of damping is small and, to a very large extent, independent of system, (b) more

---

**FIG. 4.** Contour plots showing the variation of cross section with the charge of the projectile $Z_{\text{PLF}}$ and the energy per nucleon $E/A$ for different numbers of coincident intermediate mass fragments. The data from the LL system is displayed here. The dotted line is at 55 MeV/nucleon. The plots for the other systems look very similar.

**FIG. 5.** The variation of $<E/A>_{\text{PLF}}$ (a), $<Z_{\text{PLF}}>_{\text{c}}$ (b), and the fractional yield or normalized probability of detecting a given number of IMF’s (c) are shown as a function of the number of detected IMF’s for all four systems.
charge is lost per detected IMF when the projectile is neutron poor, and (c) overall, more IMF’s are detected when the projectile is neutron rich.

C. Galilean-invariant cross section maps and azimuthal correlations

Figure 6 shows the Galilean-invariant cross section maps for α particles (left-hand side), 6He fragments (center), and Li fragments (right-hand side) for four different gates on the charge of the projectile remnant, Z_{PLF} (as indicated), for the HH system. These plots are boosted into the center-of-mass system and use a logarithmic color scale. The projectile velocity is 5.0 cm/ns.

Examples of these correlations, cut on Z_{PLF} and V_{\jmath}, are shown for PLF-Li pairs in Fig. 7. The PLF-α and PLF-6He correlations are similar to those shown. The 180° correlation increases in prominence as Z_{PLF} or V_{\jmath} (of α particles, 6He, Li, or other LCP’s) increase. This correlation vanishes for Li when both the longitudinal velocity is small, V_{\jmath} ≈ 0 cm/ns, and the value of Z_{PLF} is small (less than 25 or so).

Such correlations are expected for sequential decay, because the PLF angular distributions exhibit a steep angular dependence. This conventional explanation suits the PLF-α-particle correlations. A similar explanation is likely to hold for the PLF-IMF correlations with the modification that the decay is not truly sequential.

All of the systems exhibit these same features and the maps gated on N_{IMF} are similar to those gated on Z_{PLF}. In the latter case (as was demonstrated previously) gating on progressively increasing values of N_{IMF} is equivalent to progressively decreasing values of Z_{PLF}.

D. Isotope ratios

The invariant cross section maps shown above illustrate that 6He and 4He have different emission patterns. The dependencies of the 6He/4He (R_{6/4}) isotopic ratio and the 6He/Li (R_{6Li}) and 3He (R_{3Li}) “isobaric” ratios on V_{\jmath} and Z_{PLF} are shown in Figs. 8 and 9. Because of incomplete isotope resolution throughout the entire angular range, some isotopes have been mixed in order to create ratios in which we have confidence. Therefore the R_{6Li} ratio, which uses all particle-bound Li isotopes, is only approximately isobaric. The variation of these ratios, which all have the yield of the more neutron-rich species in the numerator, with V_{\jmath} and Z_{PLF} is among the most important experimental observations of this work.
heavy-ion reactions just above the Coulomb barrier. Other, is expected based on the conclusion of studies of equilibration. The confirmation that charge-to-mass equilibration does not occur sufficiently rapidly to be completed within the interaction time for a large fraction of the damped excitation energy.

These lower-energy studies found that charge-to-mass equilibration does not occur sufficiently rapidly to be completed within the interaction time for a large fraction of the damped excitation energy. As the excitation energy is increased while the isobaric ratios display the opposite trend, and the diminution of the difference between the crossover systems (HL and LH) as the value of $Z_{\text{PLF}}$ decreases (this is most clearly seen in the $R_{6/4}$ ratio).

The fact that the crossover systems approach, in the limit of very small values of $Z_{\text{PLF}}$, but never actually match each other, is expected based on the conclusion of studies of heavy-ion reactions just above the Coulomb barrier [20]. These lower-energy studies found that charge-to-mass equilibration does not occur sufficiently rapidly to be completed within the interaction time for a large fraction of the damped reaction cross section. The confirmation that charge-to-mass neutralization (neutralization is a less stringent condition than equilibration) does not generally occur in intermediate-energy heavy-ion reactions has been made prior to the present study by the work of Yennello et al. [21].

The trend with the value of $Z_{\text{PLF}}$ mentioned above (c) is expected if the values of of $Z_{\text{PLF}}$ are inversely related to the damped excitation energy. (As the excitation energy is increased the influence of the Coulomb barrier and separation energy are reduced; see below.) The observation that the fragments from the midvelocity region are more neutron rich than they are in the projectile-velocity region seems to suggest that the midvelocity source itself is more neutron rich than either the target or projectile sources. However, this is not the only possible explanation, a fact which becomes apparent in light of of statistical model calculations, a subject to which we now turn our attention.

IV. CALCULATIONS

A. Statistical model simulations

Figure 10 shows values of the ratios $R_{6/4}$, $R_{6/4}$, and $R_{3/3}$ calculated by GEMINI [22] and the expanding emitting source model (EES) [3]. The left-hand side of the figure [(a), (b), and (c)] shows the ratios as a function of the initial excitation energy per nucleon while the right-hand side [(d), (e), and (f)] shows the dependence on fragment size ($\eta=A_{\text{source}}/A_{\text{total}}$) with a fixed N/Z ratio. The N/Z ratio is taken to be that for the HH system.

Both codes treat the formation and sequential decay of all isotopes of H, He, Li, and Be. The sequential decay of all known narrow (less than 1 MeV) excited states of the isotopes of these elements is considered (either explicitly in the codes or their influence corrected for in a subsequent code). The results of these two codes agree well with the calculated values of $R_{3/3}$, but do not reach, the value expected for coalescence at the largest excitation energies. Despite this agreement, it would be a mistake to believe that these statistical expectations are robust in the accurate prediction of the yields of loosely bound particles. Our previous work on the statistical emission of $d$'s and $t$'s indicates that both direct reaction data and fusion data are needed to accurately calculate transmission coefficients [23]. Not surprisingly these calculations do not pro-
the projectile region, 3.0 cm/ns, trends with $Z$ citation energy and the influence of these quantities dimin-
barrier or separation energy determines the yield at low ex-
The explanation of both trends is that offered above—the excitation energy is opposite to that of the isobaric ratios.
accepts that the thermalized energy increases as the value ~
projectile velocities, then the isobaric ratios imply that the midvelocity source has a lower excitation energy per nucleon than the projectilelike source. This explanation is inconsistent with all reaction models and with the kinetic “temperatures” (extracted from the transverse energy spectra) which are large (in the range of 20 MeV) and, what is more important, larger in the midvelocity region than in the region of velocity around that of the projectile.
Two possibilities remain to explain these observations. The first, and obvious one, is that the isotope ratios in the midvelocity region are enriched in neutron-rich isotopes because the source material is neutron rich relative to the bulk matter which should be represented by the emissions in the projectile region (in either the HH or LL systems). A second possibility is investigated on the left-hand side of Fig. 10, which displays EES predictions for the various ratios under study as a function of $\eta = A_{\text{source}}/A_{\text{total}}$, for the charge-to-mass ratio of the HH system. The ratios increase as $\eta$ decreases, thus providing an argument that the midvelocity sources are not neutron rich relative to the bulk matter but they are neutron rich relative to the valley of $\beta$ stability. Needless to say, this case argues against a single large midvelocity source (as do the Galilean-invariant plots).
A more elementary testing ground for model calculations than these isotopic and isobaric ratios are the values of $N_p/N_e$, as a function of $Z_{\text{PLF}}$ or the dependence of $\langle N_p \rangle$ on $N_e$ as shown in Fig. 2. We have done statistical calculations assuming three source regions (with the target, c.m., and projectile velocities) in which we have fixed the total mass in each region by partitioning the mass of the total system as indicated by the Galilean-invariant cross section maps. These

FIG. 9. The relative yield of $^6$He to $^3,^4$He, $^6$He to Li, and $t$ to $^3$He are shown for the four systems for several gates on $Z_{\text{PLF}}$. (a), (b), and (c) display the ratios for the midvelocity region, 0 cm/ns $< V_{(\text{c.m.)}} < 2.0$ cm/ns, while (d), (e), and (f) display the ratios for the projectile region, 3.0 cm/ns $< V_{(\text{c.m.)}} < 7.0$ cm/ns for (d) and (e) and 4 cm/ns for section (f). (The range had to be reduced for the last ratio due to the limitations imposed by the rather low $t$ punch through energy.)

FIG. 10. The results of statistical model calculations for the decay of excited projectiles as a function of the initial excitation energy per nucleon $[a]$, $[b]$, and $[c]$ and fragment size $\eta = A_{\text{source}}/A_{\text{total}}$ at fixed charge-to-mass ratio $[d]$, $[e]$, and $[f]$. In the latter case, the charge-to-mass ratio is that of the H projectile, $^{136}$Xe, and the initial excitation energy per nucleon is 3.68 MeV (arrow on left). The circles are the results from GEMINI calculations and the diamonds are the results from the EES. The key for the lines is the same as that used in the previous figures.
calculations were corrected for both the neutron tank efficiency and MINIWALL/BALL thresholds. These calculations reproduce the general trend of $\langle N_n \rangle$ with $N_e$ (with both values increasing with increasing excitation energy per nucleon); however, the results are sensitive to the prescription for the level density constant $a$ and the number of sources in each region. Including the variation of these quantities, the exercise of reproducing the dependence of $\langle N_n \rangle$ on $N_e$ is underdetermined. For example using a small or temperature-dependent prescription for $a$ suppresses $n$ emission and enhances the production of particles with large separation energies. Variation of $a$ within a reasonable range (from $A/8$ to the smooth temperature dependent prescription suggested by Ormand et al. [25]) reduces the neutron yield by about 20%. Furthermore, decreasing the source size (from $\eta = 1$ to 0.25), and thus increasing the number of sources, increases the $\langle N_n \rangle$-to-$N_e$ ratio (for the same reason that the isotope and isobaric ratios increased with decreasing $\eta$). These calculations indicate that while there is not a unique prescription to reproduce the experimental data, multiple sources are needed to produce enough free neutrons if the level density parameter $a$ is either small ($A/11$) or temperature dependent [25].

These statistical model calculations can also be used to investigate the significance of the observation made in the previous section that the maximum values of $\langle N_{ IMF} \rangle$ increase with neutron excess. This might very well be only the result of the improved survivability (retention of IMF status) of the more neutron-rich primary fragments which will result from the sequential decay of the neutron-rich systems. However, if the differential survivability cannot explain the entire difference, it is possible that this difference, in some measure, reflects the relative ease of density reduction in matter of different charge-to-mass ratios.

To address this issue we calculated the IMF “survivability” (percentage of produced IMF’s which retain their IMF status, $Z > 2$, after sequential decay) with the statistical model codes. The results from the EES using a single source (of the size of the projectile) are presented in Fig. 11. (The production and sequential decay of elements with $Z \geq 5$ are treated in less detail than those with $Z < 5$; however, with increasing $Z$ and $A$ the survivability, retention of IMF status, is quite high. This fact, coupled with the decreasing yield with increasing $Z_{IMF}$ makes the detailed treatment of the heavier fragments not relevant to the survivability question.) In this representative calculation the difference in the surviving fraction (long dashed line) is predicted to be in the range of 30% to 10% of the total fraction of surviving IMF’s. This is a substantial difference, not dissimilar to the difference in the data, and thus we must conclude that most, if not all, of the observed difference results from the action of sequential decay.

**B. Dynamical reaction simulations**

Many of the observations made above provide a qualitative argument for a reaction picture which produces a string of small emitters with intermediate velocities. Both TDHF calculations [26] and macroscopic dynamical models [27] can produce fragments from the “neck” region; however, more appropriate to the energy region of the present study are Boltzmann-Uhling-Uhlenbeck (BUU) reaction simulations, in which the effects of two-body collisions are taken into account. These simulations are also known to produce intermediate velocity (“necklike”) sources [7]. We have therefore performed BUU simulations [28] for the systems studied in the present work. Some of the results of these calculations are shown in Fig. 12. The striking feature of these calculations, in comparison to the experimental data, is the overprediction of the velocity damping; compare Fig. 12(a) with Fig. 5(a). The data have a negligible cross section (less than 100 mb) with values of $E/A$ less than 40 MeV while the calculations predict large cross sections (as much as 1 b) in this energy region. This discrepancy is largest if a stiff equation of state is used (incompressibility $K = 380$), smaller with a soft equation of state (incompressibility $K = 200$), and still smaller if the isospin degree of freedom is modeled in a fashion which allows for stable neutron skins (isospin soft) [8]. The decreased damping (in going from stiff to soft for example) is accompanied by an increase in the mass contained in fragments with velocities intermediate between the projectile and the target (the midvelocity range), Fig. 12(b). (It is also accompanied by a general increase in the multiplicity of fragments from the neck region. We choose not to display this trend because this fragmentation has much to do with the numerical implementation of the BUU equation.) Therefore we conclude that calculations of this sort (BUU simulations without fluctuations) come closer to reproducing the experimental data when the cost of creating reduced density material is reduced. (This holds for soft versus stiff and isospin soft versus soft.) Reduction in the velocity damping can also be accomplished by reducing the nucleon-nucleon cross section. However, even with a density-dependent reduction which reduces the cross sections by 20% at the saturation density [29] and the isospin-dependent soft equation of state, the damping is still excessive; see Fig. 12. (A further decrease in the nucleon-nucleon

---

**FIG. 11.** Statistical model predictions (EES) of the percentage of IMF’s which survive sequential decay and retain their IMF status. The dashed line is the percentage difference in the survivability.

---

Image of a graph showing the percentage surviving as a function of $E_{int}/A$ (MeV) for different IMF's.
cross sections would further diminish this discrepancy. Unfortunately, the meaning of these cross sections is unclear since the BUU simulations do not treat medium modifications in a self-consistent fashion.) Perhaps more germane than the equation of state or the in-medium cross section is the neglect of fluctuations in these simulations. It is possible that the failure cited above results from this omission, a possibility which must be tested with improved models.

We have verified that momentum-dependent potentials have little affect on the observables presented above at the energy of the present study. Furthermore, we would like to mention that we have chosen to display and compare the energy of the present study. Furthermore, we would like to hasten to point out that for a given charge-to-mass ratio of the target and projectile, in either case, these results are consistent with a participant-spectator model; however, in one case the participant region is enriched in neutron-rich, perhaps surfacelike, material, and in the other the participant region is never a single source. This result is consistent with the gross picture presented by BUU calculations; however, these calculations overpredict the extent of velocity damping in these collisions. Softening the equation of state, providing an improved isospin treatment, and reducing the nucleon-nucleon scattering cross sections lessen this disagreement while at the same time increasing the mass in bound fragments in the neck or midvelocity region at the end of the collisions, which is the telltale feature of these reactions.
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